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1 Introduction
This Economic Methods course
® covers

— Static utility maximisation
— Cost minimisation
— Profit maximisation

%+ Profit maximisation and factor demands

* Profit maximisation under monopoly

— Envelope theorem

Intertemporal maximisation
— Basic probability theory

— Ordinary least squares

e lasts 7 weeks and ends before Christmas break

e has no examination at the end
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e is intended for

— students who have not done economic theory before (or a long time ago)
— students who need a little more help connecting abstract maths concepts to economic
problems
e builds on
— Maths Review (by the Chair of Public and Behavioural Economics): covers basic
linear algebra, real analysis, and some probability theory
— MIEPP courses (compulsory and elective): pose economic problems to be solved

= this course helps connect the two
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Therefore we begin after everyone else ...

Table 1: MIEPP Timetable Winter Semester 2021/2022

Week # Dates Courses
1 before 18/10  “Maths Review” (to be confirmed by LS Schunk)
2 18/10 to 22/10 “Core Modules” lectures start
3 25/10 to 29/10 “Economic Methods” starts
8 06/12 to 10/12 “Economic Methods” ends
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The course format will be structured as follows...
e Classes twice a week: 1 lecture + 1 tutorial (see Macroeconomics Chair website for details)
e Lecture (90 mins):

(i) We look at a typical economic problem (e.g. utility maximisation).
(ii) A solution method is introduced for this class of problems (e.g. Lagrangian).

(iii) We discuss and explain an example from one of the other lectures (e.g. PPE).
e Tutorial (90 mins):

(i) You (the students) solve problems on the board in class.

(ii) At the end, we check your steps/results together.

= Course material available online on the Macroeconomics Chair website before classes start.
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https://www.macro.economics.uni-mainz.de/teaching/master/
https://www.macro.economics.uni-mainz.de/teaching/master/

Table 2: Mapping of topics with MIEPP courses

Part Topic Professor (course) Semester Section
I Static maximisation Schunk (Principles Pub Econ) Winter 3
II Cost minimisation Harms (International Trade) Winter 4
IIT  Profit max.: - factor demand Barbaro (Dev’t + Growth) Winter 5

- monopoly power Schunk (Principles Pub Econ) Winter 6

IV Envelope theorem Harms (International Trade) Winter 7
V  Intertemp. max.: - discrete time Sauré (Fin Econonomics I) Summer 8
- continuous time Wiélde (Advanced Macro) Winter 9

VI  Ordinary least squares van Ewijk (Intro Econometrics) Winter 10
VII  Probability: - distribution Schank (Stats Methods) Summer 11
- mean and variance Schank (Stats Methods) Summer 12
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2 Preliminaries: formulating a problem in economics

Simplest possible definition:

Economic theory studies the optimal behaviour of agents.

How do we do this? We define

e an objective function (or payoff in game theory), i.e. the goal the agent is trying to
achieve,

e a set of possible choices,
e and a trade-off, i.e. some cost to the choices made.

= no trade-off = no problem!

Next, we apply mathematical tools to ...

e ... find the best possible choice given the objective and the trade-off faced by the agent.
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Why use maths?
e Forces us to have clear definitions.
e Helps to have clear relationships between various elements of the model.
e Helps to apply logic to find the “true” best possible solution to a problem.

= 1 economic model tackles 1 problem, simplified to its bare minimum.

Empirical economics uses statistics (a sub-branch of mathematics) to
e find out if a model accurately represents reality (i.e. data),
e and test predictions of models.
e (also to test relationships between variables without model ~~ bad research)

= holds economic theory accountable, while economic theory gives problems for empirical
economics to investigate, i.e. they complement each other.
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Part 1
Static Utility Maximisation

3 Typical static maximisation problem

3.1 Setup

Consider the following consumption allocation problem,

max u (c1, .y eN),
{eitizy

subject to
N
W= ZPz’Cz‘ = Pp1€1 + pPaco + ... + PNCN.
i=1

e An individual makes choices over many consumption goods ({cl}f\/:1 = ¢1,...,CN) given
a budget set (W > 0) to maximise utility at a given point in time (micro perspective ~-

static). Each good i costs p;.

e The problem can be solved using the Lagrangian method
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e Lagrangian method consists in (i) setting up the Lagrangian function and (ii) taking the
first-order conditions (FOCs) to determine the optimal solution.

(i) First we set up the Lagrangian function,

L(ci,..,en; A) =u(ey,.en) + A

N
w— Zpici] ;
i=1

(ii) next we take the FOCs,

OL  Ou(cy,...,cn)
862' N 801'

e From this, we can also compute the marginal rate of substitution (MRS) between two
goods i, j € [1, N] defined as

ou (1, ...,en) [Oc;

MIS; = ou(cy,...,en) /0

= Useful for computing slope of indifference curves (= —MRS)
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3.2 Example: Optimal goods allocation (Prof. Schunk: PPE)

Optimal allocation of goods

+  Formally:
Maximize the utility of A for a given utility of B and the resource
constraint:
max u(xA \'A) s.1 u(xB xB) = ;
4 48 g V1272 - et )=

X7 X3 X7 Xs

4, B_ 4, B
X; tx; =e; te

xitxl=eltvel
« Lagrange function:

L= u(xf,xf)+ i(u(xf,xf )— u)+ ,uf(xf +x; —ef — ef)

+,uz(xj+xf —ej —ef)

Daniel Schunk * Principles of Public Economics = WS 2018/2019 16
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Optimal allocation of goods

Lagrange function:
L=ulx} xf )+ 2l <2 )—u)s ,(x] +xF —ef —e?)
A B 4 B
+!£2(~"2 tX; —e;, - )

First order conditions:

A
u
4. —
X; . T+, =0
1
A
4.
X5 . T+, =0
2
1B
B —
X, A—5+14=0
1
1B
x2 A—5+1,=0
2

Daniel Schunk * Principles of Public Economics = WS 20182019
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Optimal allocation of goods

From the FOCs, it follows:

out  eu®
;o ox; B oxy
u, out ou®
oxy  oxd
-MRSA= -MRSB

Interpretation:
An efficient allocation is achieved when the marginal rates of
substitution (in consumption) are equal for all individuals

See also: Contract curve

Daniel Sehunk * Principles of Public Economics + WS 2018/2019
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3.3 Exercises

In a world with two goods, 1 and 2, and two individuals A and B, what is the rule governing
the optimal allocation of goods between A and B (i.e. the M RS,p)? Use the same setup as
in Example 3.2.

1. Use the following functional form: u (z1,75) = ¢y *, with 0 < a < 1.

2. Use the following functional form: u (z1,zs) = Inx; + In z,.

170'71 1—0o 1

3. Use the following functional form: u (z1, z5) = = + 22— with o >0 and o # 1.

l—0

4. Use the following functional form: u (z1,25) = 3.7, 2, with 6 > 0.

=1 "2
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Part 1T
Cost Minimisation

4 Typical minimisation problem

4.1 Setup

Consider the following problem where costs of production are a function of inputs (v;) and
prices (w;) for each factor of production i

N
mijgl c(v1,...,un) = E V;W; = V1W] + VaWsy + ... + UNWN
{vitiza i=1

The firm uses factor inputs {vi}fil ‘= vy, ..., vy to produce a given level of output y > 0 using

a technology f (-), where df () /Ov; > 0 and 9*f () /Ov? < 0, i.e. production increases in the
factors of production at a decreasing rate,

Yy = f (Ul, ---7UN> .

N
i—1 10

e For a given output level y, a firm chooses a combination of factor inputs {v;}
minimise the costs at given factor prices {w;}¥ ;.
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e Solving this problem yields conditional factor demands

e Once more, we can use the Lagrangian method,
N

L (vy, ..., on; A) = Z'ini +A [y — f(v1,..,0n)],

=1

=c(V15.,UN)
and once again obtain the FOCs
OL 8f (Ul,...,UN) .
=w; — A———F7——==0, V
ov; s ov; !

such that looking at two separate factors of production ¢ and j, where i # j, we would
have conditional factor demands fixed by their respective price

w; = )\af (Ul, ceny UN)7
@UZ‘
8f (’Ul, P UN)
8Uj ’
and dividing one by the other yields the optimality condition

wi Of (v1,...,un) JOv;
W af (Ulv"'aUN) /OU]

wj:)\
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4.2 Example: firm cost minimisation (Prof. Harms: Int’l Trade)

Harms/International Trade 6lu

sorannes GUTENBERG

Supply UNIVERSITAT #anz

+ The firm‘s cost minimization problem (contd.):

— Special case: Two factors of production (K and L) with factor prices r
(rental rate of capital) and w (wage).

Min ¢, =rK, +wl,

KL

subject to (“s.t.”) the constraint: f,(K,.L,) =,
. . G W
— Iso-costline: K,=———L,  (slope: - wir)
r r

— Optimality condition:

w_ M , I.e. optimum defined by point of tangency
ro 8f(K,.L)eK, between isoquant and iso-cost line.

2-26
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Harms/International Trade 6lu

sonnnes GUTENBERG
Supply UNIVERSITAT enz

* The firm‘s cost minimization problem (contd.):

Figure 2.4: The firm's cost minimization problem with 2 factor inputs

Result: Conditional factor demands
Ki* = Ki(w.r, yi) and L™ = Li(w.r, ;)

2-27
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The problem above gives us the following Lagrangian function

L(K;, Li; \) =rK; +wL; + X |y; — fi (K;, L;)],

with FOCs
oL ofi (Ki, Li) L\ Ofi (K;, Ly)
oK ST R She =T
oL ofi (K, L) L\ O0fi (K, Ly)
8Li_w A L, =0 w=2A\ oL

Dividing the second FOC by the first one we obtain the optimality condition from the slides
above

w Ofi (Ki, L;) /OL;
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4.3 Exercises

Consider a firm i producing output y; > 0 using technology f; (K;, L;) > 0 using two factors of
production, K; > 0 and L; > 0. What is the optimality condition governing factors demand?
Use the same setup as in Example 4.2.

1. Use the following functional form: f; (K;, L;) = K#LI™®, with 0 < a < 1.

2. Use the following functional form: f; (K;, L;) = [aKf + (1 — «) Lg]%, with 0 < @ < 1 and
e <1
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Part III
Profit Maximisation

5 Profit maximisation and factor demands

5.1 Setup
Consider the following problem where a firm tries to maximise profits =

max ™ =19y — ¢ (v, ...,0N)
N
{vitisy

subject to
y=f(v1,...,0n)

and as before costs are given by
N
c(vy,...,on) = E wW;v;.
i=1

N
i—1 1O

e Given factor prices {w;}Y,, a firm chooses a combination of factor inputs {v;}
maximise its profits.
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e Solving this problem yields unconditional factor demands

e We can solve this problem by the Lagrangian method once more,

N
L(Ula "'7UN;)\7:U’) =Y— C(Ula "'7UN> + >\[f (Uh "'7UN) - y] +u C(Uh "'7UN) - Zwivi
=1

... but this becomes a little complicated.

e Instead, we can employ a simpler method, known as the substitution method, where (i)
we replace terms by their definitions and (ii) solve directly for optimal factor allocation:

N
max T =y — c(v1,...,un) & max T = f (v, .,on) — Zwivi,
{vitisy fvitiza i=1

giving us the FOCs,
6f (1)1, ceny UN)

on . 8f (Ul,...,UN) o . .
8Ui_8—1}i wZ—O@wZ—a—m, \V/Z,

such that each factor of production is demanded up until its marginal benefit to production
equals its price (i.e. its marginal cost).
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5.2 Example: Capital demand (Prof. Barbaro: Devp’t + Growth)

Master Module International Economics II: Development & Growth JG|u
JumMli“.lsl'il I'u’ RSTT "“Z

3. Openness and Factor Accumulation

* Growth with Capital Mobility
— Production function: y = Ak"
— Marginal Product of Capital: MPK = ¢ Ak*!
— Rental rate of capital: r = MPK = aAk*!
— Perfect openness to capital flows: r =1,
— Level of capital per worker: r, = aAk*! & k=(aA/ 1) /-9

* Result:
= If fuome < Iy: capital mobility leads to a lower capital stock
= If fhome > Iyt capital mobility leads to an increasing capital stock

= If the country is small with petfect capital mobility, domestic savings are
negligible for the growth rate of a country

20/12/2017
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This model starts from a representative firm producing aggregate output Y using aggregate
capital K and labour L with a Cobb-Douglas production function with parameter 0 < o < 1
and total factor productivity (TFP) A

Y = AK“L'~,

Dividing through by L yields output per worker y = Ak®. The representative firm maximises
profits, which we can also normalise by L

WZY—TK—ML(:)ﬁ'Z:%:y—T]{?—w.

Maximising profits per worker by choosing capital per worker optimally, using the substitution
method, we obtain

a,. 0 N B
%W—%(Ak —rk—w) =0

o r = oAkt

If r is fixed because the country is small in comparison to the world (so is a price taker for
capital, which is mobile, and r = r,), we can rearrange the condition above for the optimal

amount of capital per worker
1
aA\ T
b= (_> |
Tw
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5.3 Exercises

Consider a country producing aggregate output Y > 0 using technology F' (K, L) > 0 using
aggregate capital, K > 0 and aggregate labour L > 0. What will capital per worker (k) be
equal to? Use the same setup as in Example 5.2.

1. Use the following functional form: ¥ = K (AL)"™®, with 0 < a < 1.

S

2. Use the following functional form: Y = [aKe +(1—a) (AL)O] , with 0 < a < 1 and
o<1
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6 Profit maximisation under monopoly

6.1 Setup

Consider the following profit maximisation problem for some firm with monopoly power, where
we now consider that the price in this market will depend on the output of the firm (was not
the case before with perfect competition, because each firm was too small to affect the price —
not the case with monopoly)

max 7 = p(y)y —c(wy, .. wy,y)

e For a given cost function ¢ (wy, ...wy, y), the monopolistic firm chooses output y in order
to maximise profits, thus setting optimal output production.

e Solving this problem yields the optimal monopolistic price as the reciprocal of the optimal
output: y(p) & p := y~'(p). In other words: choosing output fixes the price in the
market, because the firm has “monopoly power”.
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e To solve this problem, we can immediately take the derivative w.r.t. output y and solve
for the optimal level...

on
50 =P Wy +py) = (wr,wy,y) =0
y
& ¢y (w1, ... wN,Y) "Wy +p(y)
dp (y
Cy (U)l,...”LUN, y)|: —% —|—1:|
= elasticity of

price in output

e Rent creation is one possible application of monopoly power, whereby a firm creates a
monopoly in order to extract “rent” from consumers.

= solve for y = ¢, L(p), i.e. apply the inverse of the derivative of the cost function to the
price to obtain optimal output (= rearrange)
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6.2 Example: Lobbying and rent creation (Prof. Schunk: PPE)
Government Policy - Lobbying

A lobbying model: Assumptions
« Consider a small open economy in which two consumption goods
are produced.
* Small economy: Treat prices as fixed.
»  Without tariffs, the world prices of these two commodities is 1.
* Some output is consumed and some is exported.

* A quantity I* of labor is supplied inelastically by consumers, and it is
divided between production of the 2 goods and lobbying.

* Good 2 is produced with constant returns to scale, and one unit of
labor produces one unit of output
-> wage rate w must equal 1 (higher->loss; lower->unlimited profit, bc. prices fixed)

» Cost function for the firm producing good 1:
C(y,) = %2 y,2, where y, is output.

« With a tariff t (which may be zero), the price of good 1 on the
domestic market becomes 1 + t.

Daniel Schunk ¢ Principles of Public Economics « WS 2018/2019 20
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Government Policy - Lobbying

A lobbying model:

.

Assuming that all of the output of the firm is sold on the domestic
market, the profit level of the firm is:
m(t) =y [1+t] = Y2 y,2
Profit is maximized at output level:
yp =1+t
Output of good 1 is increasing in the value of the tariff
Level of profit resulting from this output:
my(t) = V2 [1+1] 2 (Profit increases as the square of the tariff!)
Equilibrium on the labor market: I* =1, + I, + I.. (I.: labor for lobbying)
o L= B[P
* |.: Is determined using Complete Dissipation Theorem:

Resources are used for lobbying up to the point at which the extra profit
they generate equals the resource cost

Daniel Schunk ¢ Principles of Public Economics « WS 2018/2019 21

6.3



Government Policy - Lobbying

Without lobbying, profit is & ,(0). After successful lobbying, it is m,(t).
The value of labor that the firm devotes to lobbying is therefore:
I, =m,(t) - my(0) = Y2 [1+t]2 = Y2 = ¥ [2t+1?]

* Hence, the value of labor wasted in lobbying is increasing as the square
of the tariff

Since production of each unit of good 2 requires 1 unit of labor: l,=y,
Hence, I, = I* - I, - 1. Or: y, = I* - V52 [1+4t+21?]
« Output of good 2 is decreasing as the square of the tariff.

« The production of good 2 falls at a faster rate than the production of
good 1 increases

To quantify the effect, look at value of national output at world prices:
Y, +y, = 1% - 15 [2t2+21-1]

* National income is reduced at the rate of the tariff squared.
Rent-seeking can be very damaging.

Daniel Schunk ¢ Principles of Public Economics « WS 2018/2019 22
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In this framework the firm chooses y; optimally, maximising profits 7, thus

87'('1
—=(14t)—y =0y =1+t
ayl ( + ) n Y1 +

Replacing in the profit function yields

1
WI=y1(1+t)—§yf

= (140 - (1)
(141)°.

1
2
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6.3 Exercises

Consider the lobbying model from Example 6.2, and solve the problem faced by the producer
of good 1, using a cost function that is

1. cubic, i.e. C(yy) = %y? What is the optimal level of output y;? What are profits 7}
given by at this production level?

2. exponential, i.e. C (y;) = e¥'. What is the optimal level of output y;? What are profits
77 given by at this production level?
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Part IV
Envelope Theorem

7 Definition and application

7.1 Preliminaries

Theorem Let f (x1,...,2n;a) be a continuous function of (z1,...,xy) € RY and the scalar
a. For each choice of parameter a, consider the unconstrained maximisation problem

max Tr1,...,TN:Q) .
{xl}i\]:lf( 1 y LNy )

*

Let x7 (a) , ..., ¥ (a) be solutions to this problem. Suppose that z7 (a), ..., x% (a) are continuous
functions of a. Then,

d .. . N T £y
%f(lUl (Cl) ) "'wTN (CL) ,CL) - %f(xl (CL) ) "'>$N (CL) ,(Z).

In other words, ai{((2> = 0 and we only need to look at the partial derivative of f (-) w.r.t. a as

a direct argument.
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Intuition:

d . . e vy Of(@i(a),..,2y (a);a) Oz} (a) of(x} (a), ...,z (a);a)
%f(xl (Cl),...,[EN(CL)7(Z)— 891:’{ (a) ) aa ++ aa
(51 (@), 7 (0) )
da

*

x; (a) are solutions to the problem — increasing a has no effect on the overall function because

each x¥ (a) — is already the optimal choice for f (-), thus only direct partial effect of @ matters

7.1



7.2 Example: Shephard’s Lemma (Prof. Harms: Int’l Trade)

Harms/International Trade 6lu

sorannes GUTENBERG

Supply UNIVERSITAT #anz

+ The firm‘s cost minimization problem (contd.):

— Shephard’s Lemma:

Note: This is an application of the Envelope Theorem.

(The cost function is an optimal-value function, i.e. it is based on
solution of an optimization problem. As a consequence, only the
direct effect of a (marginal) change in factor prices on costs has to
be considered.)
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Harms/International Trade 6lu

sonnnes GUTENBERG
Supply UNIVERSITAT enz

* The firm‘s cost minimization problem (contd.):

— The solution to the firm’s cost minimization problem yields the cost
function

¢, =clo, )= Z (o}, Conditional demand for factor j
j=1

The minimal costs of producing y; given the vector of factor prices .

. . Oc . c
— Marginal costs: MC,=——" Average costs: 4C,=—"
cvyv

Vi Vi

— With constant returns to scale
Cz ((1), .va ) = ‘;Dr(ﬂ))' .1"1'

Implication: For given factor prices, MC,; = AC, independent of output
level. 2-28
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7.3 Exercises

Using the solution to the cost minimisation of Section 4, i.e. ** = %, and the definition

of the cost function ¢ = rK* +wL* (where K* and L* are the conditional factor demands), use
the following functional forms to rewrite the cost function as ¢ = ¢ (w, r) y, where ¢ (-) is some
function of factor prices.

1. Using a Cobb-Douglas function, y = f (K, L) = K*L'™ where 0 < a < 1.

2. Using a CES function, y = f (K, L) = [aK? + (1 — «) Le}%, where 0 < av < 1 and 0 < 1.
Show that marginal costs dc/0y equals average costs ¢/y for

3. the Cobb-Douglas case.

4. the CES case.
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Part V
Intertemporal Maximisation Problem

8 Discrete time model

8.1 Setup

Consider a typical macroeconomic model within this framework, the Social Planner Prob-
lem:

max Uy = tu (C
Gy ;ﬁ (G1)
for 0 < # < 1, subject to
Kipn=(1+7r)K —-0K+Y,—Ci=(1+r—-0)K,+Y, —Ci.

The capital stock increase with a return rate » > 0 on its previous level, minus depreciation at
rate 0 < 0 < 1, as well as with production Y;, but decreases with consumption C;. What is not
consumed, Y; — C}, gets re-invested into capital.
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e This problem can be solved using the Lagrangian method,

L(Cp Kpsis M) = D BH{u(C) + M [(1 47— 0) Ky + Y, — G — Ky}

t=0

Taking the FOCs w.r.t. C; and K;; yields

oL
ac, B (Cy) + M\ [~1]} =0
= u/ (Ot) = >\t7
oL
e )+ s (47 9) =0

SN =P i (L+7—-96).
Combining both FOCs together yields the Euler equation

W' (Cy) =081 +r—208)u(Cir).
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Example: Sovereign default (Prof. Sauré: Fin. Economics I)

Costs of Sovereign default — 2. Exclusion from financial markets — theory

Scenario 1 — no risk of default (very high default costs), the efficient
benchmark:

The country can fully commitment to repay and solves

max Zlﬁr In(ct)
=0

¢, de
subject to
de=c—ye + (1 +r)dea
and
lim _dr _ _ 0 (No Ponzi condition)
T—oo (1 —+ r)T -
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8.3 Exercises

1. What is the optimal consumption rule for the Sovereign default model when utility is
CRRA, i.e. u(C;) = 417 With ¢ > 0 and o # 1.

1

2. What is the optimal consumption rule for the Sovereign default model when utility is
exponential, i.e. u(C;) = ©-? With a > 0.

«
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9 Continuous time problem

9.1 Setup

Continuous time problem

max U (t) :/ e =y (¢ ())dr
fe(m)}?Z, t

subject to
a(r)y=r(r)a(r)+w(r)—c(1)

e This problem can be solved using the Hamiltonian approach
e This approach is related to the Lagrangian, but is specific to continuous time models.

e The steps are similar: set up your objective function, take first-order conditions, and
solve for the optimal rule.
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Setting up the Hamiltonian here gives us
H(c(r),a(r); A (7)) =ulc(r)) +A(r)[r(7)a(r) +w(r) —c(7)].

e Thus, we maximise the instantaneous function of the control variable in blue with respect
to the equation describing the evolution of the state variable in red.

e )\ (7) is the shadow price as before.

e The FOCs are now given by:

OH , B
5o =0e () =A0)

OH . .

e =P =A@ AE) = (0= () A

e The first FOC looks at the optimal choice of the control variable such that the Hamiltonian
does not change any more.

e The second FOC looks at the optimal change of the state variable w.r.t. the Hamiltonian
such that it equates the difference between the flow value of the shadow price (pA) and

the change of the shadow price over time ()

e Next, we take the derivative of the first FOC w.r.t. time, and then plug in the result and
the first FOC itself into the second FOC, and rearrange.
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9.2

Example: the central planner (Prof. Wilde: Advanced Macro)

e Preferences

— We study a central planner problem

— This allows us to focus on optimally chosen s in the simplest way
(as opposed to decentralised economy)

— Objective function is social welfare function U (¢)
Ut) = f ety (C (1)) dr (3.5)
t

where

— w(C'(7)) is the instantaneous utility function,

p > 0 is the time preference rate (measuring impatience of individual) and

— e?["% is the discount factor (or function)

— Planning/ optimal behaviour starts in ¢ (like "today’) and goes up to infinity co
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e Instantaneous utility

— Functional form ... c A
w(C(r) = CoN==1 ..y (3.6)
l—0o

— ... implies constant intertemporal elasticity of substitution of 1/¢

— (Note that the logarithmic utility function is a special case of this functional form.
(}rlil} u(C(r)) =InC(r),
apply L'Hépital’s rule to find this)
e The resource constraint

— Maximization problem becomes meaningful only with a constraint
— Constraint here is a resource constraint as we look at the economy as a whole

— Capital evolves according to
Kt =Y (K (t), L) — oK (t) — C (1) (3.7)

— The change in the capital stock (net investment) is given by output minus consump-
tion (gross investment) minus depreciation 6/ (t)

3.14
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9.3 Exercises

1. What is the optimal consumption rule (or Keynes-Ramsey rule), when production is Cobb
Douglas, Y (K (t),L) = K (t)* L'™? With 0 < a < 1.

2. What is the optimal consumption rule (or Keynes-Ramsey rule), when production is CES,
1
7

Y (K (t),L) = aK(t)9+(1—a)L9] ? With 6 < 1.
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Part VI
Ordinary Least Squares

10 Typical OLS regression

10.1 Preliminaries: method of moments for 1 explanatory variable

Typical OLS regression equation explains a (linear) relationship between a dependent variable
y and an independent variable x (see “Intro Econometrics” by Prof. Dr. Van Ewijk + “Cross
Section and Panel Data” by Prof. Dr. Schank for multivariate case)

y = Po + Bixr + u,

where [ is the intercept, f; is the coefficient of interest in the regression, and u is the residual.
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In turn, we estimate By and S, by solving two equations, given a sample size n,

1< S
o Z(yz — Bo — fiz;) =0, (Condition 1)
i=1

1 & A
- Z xi(y; — Bo — Brx;) = 0. (Condition 2)
n
i=1
We can rewrite the first expression as
J=bo+ HT o fo=15— Haz,

where y and T are the sample averages of y and x. Thus, if we know ﬁl, we can compute the
estimate of the intercept (the sample averages being trivial to obtain).

To obtain this estimate of the slope, we go back to the second expression above, and replace
BO with our expression in terms of sample averages,

sz(yz — [ - Blf] - Bl%) =0,
i1

where we drop %, since the other side is equal to 0, and thus it does not affect the solution. We
can then rewrite this in terms of deviations from the sample averages (i.e. deviations from the
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mean),
n

Zl’z[yz — 9] = B Ziﬁz[l’z — .

i=1

Using properties of sums we can rewrite this as (see Wooldrige (2000) for details)

-y —gl =5 o -2 & pi = Licalri — 2llyi — g]

i=1 i1 Zz‘:1[37i — I]?

This last equality tells us that the estimate Bl is given by the covariance of x and y divided by
the variance of x.
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10.2 Example: Multiple Regression (Prof. van Ewijk: Intro Econo-
metrics)

Recall: multiple regression

General format:
Yi=PFo+ Py + PaXoi+ -+ X +wy ,i=1..n
e.g. We estimate: Health; = B, + ffExercise; + 3, Education; + u; , in which:
® Health = Some variable measuring health
* Exercise = Amount of exercise a person does
* Variant A: measured in hours per week
® Variant B: dummy variable indicating whether person does exercise yes/no

* Education = Number of years of education

® Result: Health; = 5.4 + 2.00 * Exercise; + 0.05 + Education;
(0.9) (0.50) (0.20)
1. Interpret each of the 6 numbers — for variant A & B

2. Which parameters are significant?

3. | was interested only in the effect of exercise on health. Why would | have
chosen to include the variable Education?

O
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10.3 Exercises

Given the following samples, compute the estimates of the intercept By and of the slope 5.

1. The following table gives the number of units produced for a clone army y (in thousands)
and the number of hours spent per day producing clones x over a 10-day period on
Kamino.

y| 5 8 15 12 5 8 2 10 12 17
r |15 2 25 25 2 2 1 15 2 25

Given your estimates, how many clones would be produced if the Kaminoans spent 4h/day
producing them?

2. The following are final grades in an exam y and average number of hours spent studying
per week z for 12 students.

y |51l 45 44 43 40 35 33 24 23 21 16 2
r|[10 12 10 6 9 9 9 7 5 6 4 2

Given your estimates, what grade would a student achieve if they spent 11h/week studying
toward their exam?
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Part VII
Probability Theory

11 Distribution

11.1 Discrete random variable

We begin by defining the probability that a random variable X take on a specific value x as
fx (x;) := Prob (X = x;) = p;,

where we call fx (x;) the probability mass function (PMF) of X. Correspondingly, we can
define the cumulative probability that X take on any value less than or equal to x; as

Fx (z;) := Prob (X < ;) = fo (x;) ,

also called the cumulative distribution function (CDF).
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11.2 Continuous random variable

Consider a continuous random variable X that can take any value in the interval S = [a,b].
The probability that X be smaller than or equal to some x € S is given by

Fx (x) :=Prob(X < x),

which is its CDF. Correspondingly, we can compute the probability density function (PDF) of

X as 0Fy (2)
x
Jx(x) = ji(a: '
Thus, the probability that X takes on a value between points ¢ and d such that a <c < d <b
is given by

PI‘Ob(C < X< d) FX / fX

Notation is often abbreviated to f () := fx (z), when there is no ambiguity about the domain
of the variable.
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11.3 Example: Distribution of discrete and continuous RV (Prof.
Schank: Stats Methods)

ntroductior Probability nductive Statistics Jonte Carlo Simulation

Distribution of discrete random variables

» Discrete random variable X: takes only a finite number of
different values {1, 29,...,2;,..., Tk}
» Each of these values is realized with a certain probability

{plapga EERRY 2P 7pk}
» The probability mass function (PMF) of the RV is defined

for all real numbers z:

fx (z) =Pr(X =ux)
i if v = a;
o if & {x1,..., 2}

20 /60
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Introduction Probability Inductive Statistics Monte Carlo Simulation

Distribution of discrete RV

» The cumulative distribution function (CDF) is

Fx (x)=Pr(X <ux)

= Z px (i)

x; <x

21 /60
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Introduction Probability Inductive Statistics Monte Carlo Simulation

Distribution of continuous RV

» Continuous random variable X: takes an infinite number of
different values € R (e.g. body height)

v

Each of these values x is realized with probability
Pr(X =z)=0.

The cumulative distribution function (CDF) is:

v

Fx () =Pr(X <ux)

» The probability density function (PDF) is:
. alix Cr)

v

The probability for a number between a and b is

Pr(angb)zFX(b)—FX(a):/bfx(x) dx

23 /60
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11.4 Exercises

1. Using a fair 20-sided die, what is the probability that you will roll a 177 What is the
probability that you will roll a 15 or higher?

2. Given a uniformly distributed variable X on the interval [a,b] with CDF, F (z) = {=2,
compute the PDF of this function. Additionally, what is the probability that = = c,
where ¢ = b_T“? What is the probability that X is greater than c?

11.5



12 Mean and variance

12.1 Discrete random variable

Consider a discrete random variable X that can take any value x1, xs, ..., zy with corresponding
probabilities p; ps, ..., py. The expected value (or mean) of the random variable X is

N
E(X) =ux = Zpixi
i=1
The variance is defined as
N
Var (X) = 0% = 3 pi (0 )’
i=1

The standard deviation is the square root of the variance

N
ox = Zpi (xz - MX)2
i=1
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12.2 Continuous random variable

Given Section 11, we can write,

e the expected value of X as

e and the variance of X as

b
Var (X) = / (z —E(2))* f (z) da.
Of course, the standard deviation is also given by the square root of the variance,

ox = 4/ Var (X).
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12.3 Example: Mean and Variance of discrete and continuous RV
(Prof. Schank: Stats Methods)

Important features of distributions

» Expected value (mean): measure of central tendency

k
ux = E(X) :ij - fx (x;) if discrete
j=1

oo
:/ x- fx (x) de if continuous

—00

» Variance: measure of variability

0% = Var(X) =E (X — px)?)
=B (X%) - 1k
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12.4 Exercises

1. Let X ~ log(k) (i.e. logarithmically distributed), compute the expected value of the

discrete r.v. X (Note: the pmf of the log-distribution is p; (z;) = ﬁ%, where

x; € {1,2,3,...} is the support of the distribution and 0 < k < 1 is a parameter).

2. Let Y ~ N(0,1) (i.e. standard normally distributed), compute the expected value of
the continuous r.v. y. (Note: the pdf of the standard normal distribution is given by:

fy) = #6_(92)/2, and Y is defined on the entire real line).

3. Let Z ~ uniform(0,2) (i.e. uniformly distributed), compute the expected value AND the
variance of the continuous r.v. Z. (Note: the pdf of this uniform distribution is given by:
f(z) =%, and Z is defined on the set of real numbers from 0 to 2).
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